HOW-TO GUIDE 1

Implementing WEKA
on Amazon EKS

Establishing Pre-Requisites
1. Ensure an AWS account with adequate quota is being utilized.

2. Ensure AWS IAM account being used has sufficient roles and policies allocated to create additional IAM roles and
policies for the purpose of EKS deployment.

3. Sign into the AWS console and visit https://aws.amazon.com/iam/.

4. Create a new IAM role allowing EC2 resource management and creation by EKS. This role can be referred to as the
“Cluster role.” The “Cluster role” will later be used as the EKS ***********xCluster service role*****xxx \when creating the
EKS cluster.

Click “"Create role.”

Identity and Access
Management (IAM)

Role name. Trusted entities Lastac.,

¥ Access reparts

Select the "AWS service” trusted entity type. Then, utilize the indicated drop down.



https://aws.amazon.com/iam/
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Select trusted entity w °

Trusted entity type

ol | O AWS ssrvics AWS sceount -

SAML 2.0 federstion Custor tust potcy

Use case

Search for and select "EKS." Click "Next.”

I Select trusted entity w. o
Trusted entity type
O AWS sarvios AWS sccount [rp——
L]
SAML 2.0 fsderstion Custo bust potcy

Use case
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In the policies search bar, search for “eks.” From the resulting policies, select "AmazonEKSClusterPolicy.”

Add permissions

Seleet trustod

Add permissions Permissions policies infe -] Greate poliy O
Q amaiches < 1 > @
okt X Gloar fiters
Policy nome Type Description
B david-ckscil-minimun Gustom s that s e mirimum required a.
el B AmazenEKSOlusterPolicy AWSM.. T policy proviges Kubsretes he pe.
B 8 AmazonEKSWorkerhiodePalicy Ansm T palicy sllows Amazon EX worker
B i Amazo oy Ansm T palicy sllows Amazon Exesic Gord.
B AWSM..  Ths policy provides e Amazon VPG
B ANSm T paliy grants te Faull njeciion 51
B v AWSM..  Provises accss 1o oiher AWS servics
@ ANSm T palicy pravidas permissiars (o EK
5] AwSm.. Policy used by VPG Resource Controll.

¥ Set permissions boundary - optional o

= a amacnss ¢ 1 > @ L
oo X Clearfiters
SR — e Description
B david-ekscti-minimu Customn... & usar that has the minimum requined a..
B 1 AmazonEKSClusterPoiicy awsm This pslicy providdes. Kubarrasias th pe.
[ L —— AWSm..  Thi poly slows Amazon EKS worker..
AmazonEKSSaricaPoloy NS Thi iy slows Amacon B Cont

KS_CNI_Pelicy This poliy provides the Amazon VPG
This palicy grants the Faull injection Si..

Provides sczess 1o thar AWS service

This palicy provides permissions @ EX...

ey used by VPG Resouree Control

¥ Set permissions boundary - optional wio

Cancel Previous

Fordback

AM 3 Roles > Create role

Name, review, and create

Role details

i permissicng

ame, reviw, and croate re—— —

Desciption

Allows EG2 Instances to call ANS senvicas on your behall

Step 1: Select trusted enfities Edit

“hetion”:
"sts:AssumeRole”
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Click “Create role.”

- 10~ Service': [

= 1 “ece. anazonans. con L
12 ]
13 1
14 1

Step 2: Add permissions

Permissians palicy summary

Policy

Tags

Add tags nke

Add tag

5. Following the same process as above, create another IAM role with trusted entity type as "AWS service” and the use
case as "EC2." This role can be referred to as the "Worker node policy.” This time, select the following policies:

a. "AmazonEKSWorkerNodePolicy”
b. “AmazonEC2ContainerRegistryReadOnly”
¢. AmazonEKS_CNI_Policy
Create the role. This role will later be used as the EKS node group Node IAM role.

Add permissions i

Permissions policies Info o

e Create policy (7
=Y Jomacnes < 1 > @
reks' X Clear filters
-] Policy name (' Type Description
daid-skscti-minimum Gustom..  auserthat has the minimum required a..
@ ¥ AmazonEKSClusterPolicy AWSm... This policy provides Kubsmetes the pe..
@ ¥ AmazonEKSWorkerNodePolicy i AWSm.. This policy allows Amazon EKS worker...
AmazonEKSServicePolicy AWSm... This policy allows Amazan Elastic Gont
AmazonEKS_CNI_Policy e AWS m... This policy provides the Amazon VPG ...
AWSFaultinjectionSimulatorEKSAccess AWSm... This policy grants the Fault Injection Si...
AmazonEKSFargatePodExecutionRolePalicy AWS m. Provides access to other AWS sarvics ..




HOW-TO GUIDE 5

Add permissions .

Permissions policies Inta o Create policy (@
Q 6matches £ 1 > (o]
“containerregistry’ X Clear filters
a Policy name ' Type Description
@ W AmazonEC2ContainerRegistryFullAccess AWS m... Provides administrative access to Ama,
@ W# AmazonEG2ContainerRegistryReadOnly _ AWSm... Provides read-only access to Amazon ..
AmazonEG2ContainerRegistryPowerUser AWSm... Provides full access to Amazon EC2 G
B ¥ AmazonElasticContainerRegistryPublicReadOnly AWS m... Provides read-only access to Amazon .
@ W AmazonElasticContainerRegistryPublicFullAccess AWS m... Provides administrative access to Ama...
@ W AmazonElasticContainerRegistryPublicPowerlUser AWS m... Provides full access to Amazon ECR P...

These two roles will be used later in the EKS deployment process.

6.
7.

10.

1L

Ensure that a VPC has been created and is available for use by EKS.

Ensure at least two subnets have been created inside the VPC intended for use with EKS. These subnets should have
public capabilities i.e. an internet gateway for public network access.

Ensure that a security group has been created for use with EKS.

Ensure that an AWS public / private key pair has been created, and that the private key has been downloaded and is
accessible for use.

Either provision a linux jump box in the same VPC containing the Weka cluster and EKS worker nodes, or utilize a laptop
configured for SSH communication with machines in the VPC for kubectl commands. Instructions for installing kubectl
on various platforms can be found here.

In advance, deploy a functional Weka cluster via start.weka.io. Make sure that the management interface is accessible.
For the sake of simplicity, deploy the Weka cluster in the same VPC designated for EKS use. If deploying the Weka
cluster on a subnet separate from EKS worker nodes, ensure proper subnet routing and security group configuration to

allow access between the Weka cluster and EKS worker nodes.



https://kubernetes.io/docs/tasks/tools/
https://start.weka.io/
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Deploying the EKS cluster

1. To begin, visit aws.amazon.com/eks. Login to the AWS console, and add a cluster.

L (0] N. California ¥ brennan.conley @ 4596-9337-5476 ¥

© Deploy AWS Marketplace software through EKS add-ons
Use EKS to discover, install, and upgrade third-party operational software from AWS Marketplace. Learn more [

Elastic Kubernetes Add cluster

Service (Amazon EKS) o
Fully managed Kubernetes

control plane

Pricing
How it works KS control plane XS pricing
Worker nodes EC2 pricing
Y Fargate pods Fargate pricing

orrre =1 =2

2. Configure the cluster.

Enter an EKS cluster name. Select Kubernetes version 1.23. The default version of 1.24 currently (at the time of writing) has a
bug that does not allow kubectl to properly communicate with the EKS cluster management interface. The actual issue is
with kubectl, Kubernetes itself. For reference, the version of kubectl used must be -1, equal to, or +1 the version of the
Kubernetes cluster. For Cluster service role select the “Cluster role” IAM role created in step 4 of the prerequisites section.

Configure cluster

Cluster configuration s

tes secrets using KMS.
rywtcn for vour Keberemtes



https://aws.amazon.com/eks/
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Leave all other options as default and click “"Next."”

eksClustorfiole

Q Fitter rles
ek lusterfiols v

n emvelope ancryption of Kubemetes
s encrypris pronédas an dmions ayar

Tags (0) v

This clustes does not have any tags 5

Add tag

Continue cluster configuration by selecting the VPC, subnets, and security group created in the prerequisites section. EKS
requires at least two subnets to be selected for load-balancing and redundancy purposes. Use the default of IPv4. Leave the
Kubernetes service IP address range as default.

Specify networking

Networking wss
These propartis cannat e changed st the chaars et
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Under Cluster endpoint access, select the default of “Public.” Click "Next.”

Security grovps into

59-05ee45108d1750d X
Choose dluster 1P address family  Info

O P
3

Cluster endpoint access s
S o sl amemiaon »
Public and prvate

private

» Advanced settings

= @

€KS > Clusters > Create EKS clustar

Select add-ons

Review the add-ons fram multiple categosies, then select adkd-ans ta enhance your cluster

i Amazon EKS add-ons (3] e
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Under Configure selected add-ons settings note the defaults and click "Next.”

Configure selected add-ons settings

Canfigure the add-ans for your cluster by selscting settings.

kube-proxy wfo

anfigura logoing Category Status
networking @ nstaled by setault

si0a s %
Configure selectad add-ons

settings
CoreDNS (v
= Category Status
networking @ nstalied by difaul
varsion
187 -eksouild.2 v

Amazon VPC CNI it

Finally, under Review and create review all configured options and click “Create.” The EKS cluster management framework

will be created and necessary services started. No EKS worker nodes or node groups will be created at this time. Cluster
creation will take approximately 10 minutes.

e Review and create
. Step 1: Cluster Edit
Spec =
Cluster configuration
- 128
L3
93375478 roleeksClusterfle
% Tags (0]
Reviee snd crests
an '
Key v v 5
N tag
This custer doss nat

Selected add-ons @

s v status
corecins etwcrking
ube-prazy netwerking
vpe-eni netwerking

Step 5: Versions

Selected add-ons version

1,23 7-gksbuild. 1
Adg-on name Vessian
coredns 1.8.7-sksbuild.2
Ao name

vpc-ani 1,10 4-gksbulld, 1
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Creating node groups - non-autoscaling

After the cluster has been created, a node group must be provisioned in order to deploy pods. Pods will contain worker
nodes allocated from a worker node group. The following instructions will outline how to create a worker node group.

1. Navigate to EKS compute resources

Under EKS, Clusters, locate and select the previously created cluster.

Amazon Elastic x EKS 3 Clusters @
Kubernetes Service

@ Mew Kubomotes versions are avalabla for 1 custar x

Clusters (1) s E [ Aadcmr » |

Q. Fitter efuster hy name, status, kubernetes versian, or provider 1

Cluster name a st T Kubernetes version v Pravider v

- wekakubed-bac @ active 123 update now XS

Amazon Elastic x EKS D Clusters » wekakubed-bge @
Kubernetes Service
wekakube4-bgc Q][ petete custer |
( A new Kubemetes version is available for this elustes, Learn more I3 Update now |

¥ Cluster info i

Kubernetes version infe Status Prowide
123 @active s

Overview | S Compute | Meiworkig | Adboms | Auhenicaion | Logging | Updotehisiory | Ta

Details
L]
point OpeniD Connect provier URL Created
B10ABICATET11983FCCH hitps:/ /oidc ek us-wast- €9 January 5, 2023, 15:30 (UTC-05:00)
E34D6E ! e 1 145610883047 1

11983FCL863406E Cluster ARN
O amawseksus-west-
1459695375476 clustarfwekakubad-bac

Certfican

thorty
O L50rS1CRUGITIBORVIUSUZIGOFURS
OtLS0eCk 1 JSUMvakNDOWVhZOF3SUI
B20[CQURBTRINISFo3IHOXWOKFRC

Platform version nfo

oks5.
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2. Create the node group

Scroll down and select "Add node group.”

¥ Cluster info e (o)
Amazon Elastic %
Kubernetes Service

Kubernetes versian lafs 1 Provih

128 @ Active exs
Clusty

Overview | Resources | Compute | Metworking  Add-ons  Authentication | Logging | Updatehistory  Tags

Nede nsm P Created v ses v
x
Node groups (0) o emm—p | 744 nods group
Gowprame 4 Osredsis v AMIrsleaseversion v Launchtamplate v saws v

Under Configure the node group provide a name for the node group. For Node IAM role select the second IAM role created
in the prerequisites section as the “Worker node policy.” Leave all other options as default. Click "Next.”

Configure node group

Launch template

QP use launch template
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Under Set compute and scaling information configure desired compute and scaling parameters for the node group worker
nodes.

For the purposes of this guide, select Amazon Linux 2 (AL2_x86_64) for the AMI type. For capacity type select On-Demand.

Select the c4.2xlarge (or otherwise desired instance size) under Instance types. Allocate 30GiB for the Disk size.

EKS D Clusters > wekakubed-bgc > Add node group

T Set compute and scaling configuration

w2 Node group compute configuration
Set compute and scaling =

properties cannat be changed after the node grows i created.
configuration

Mg
s e

Amazon
Capacity type
ek the capacty e

Gn-Damand

Node group scaling configuration

Select desired values for Node group scaling configuration and Node group update configuration. It's fine to leave the default
values, unless a specific cluster size or scaling configuration is desired. Click “Next.”
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Specify networking. Under Node group network configuration select the subnets previously created for EKS in the
prerequisites section. Toggle Configure SSH access to nodes to “on.” Click “Next.”

aws Sevanan coriey @ 4556.9357-5475 ¥
e
= [t Specify networking )
Node group network configuration
Set s propinties et b hred farthe e group i evind
Subnets o
Specity networking 5 w 71 e
X X
e © Configure S5H access to nades lafo

SSH key pair

s | boc-weka-cali v| [c

Allow SSH remota access from
3 © selected security groups

Security groups

59-05ee45108d117510d X

= EKS  Clusters > wakakubes-bgc > Add node group ©

Review and create

Step 1: Node group Edit

Node group configuration

450693375476 role fboc.oksmachwarz.

Kubernetes taints (0)

Node group scaling configuration

Desired size Minimum size Masimum size
2 nades 2 nades 2 nodes

Node group update configuration

Step 3: Networking Edit

Node group network configuration

Configure S5H acces Allow 551 remot

subnat-0nSa2291ec36b8da3 on

subnet-OI03cB30BL2b 1604

55H key pair
bge-weka-call
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Configuring autoscaling deployments and node groups

Pre-requisites

This section assumes the following:

e A Weka cluster has been deployed using start.weka.io and has the requisite amount of storage to support the workload
being deployed via Kubernetes.

¢ The default Weka admin password has been changed and login credentials are available to be used by the CSI secrets
YAML file.

e A small-scale file system (named something similar to “eksclient”) has been created on the Weka cluster and will not be
used for storing application data. This file system can be thin provisioned. A volume with minimum capacity of 5GB and
a maximum capacity of 10GB is sufficient.

o YAML example files can be found on docs.weka.io in the CSI plugin section. These example files assume a filesystem
named "default” and a nested directory named "shared” with the proper permissions for EKS worker node access.
Executing chmod 777 on the “shared” directory from a system with access to the Weka storage will provide the quickest
route to granting access.

e An EKS cluster and node group have been created using the instructions earlier in this documentation.

Supporting resources

Client installation script

This script should be saved in an S3 bucket which is accessible to the EKS worker node EC2 instances or any other EC2
instances which require Weka client installation.

Code snippet for launch template user data

This code will be used in the launch template user data.

Obtaining Kubernetes User Data and Creating the Launch Template

Autoscaling groups in Amazon EKS allow for dynamic provisioning (or removal) of EKS worker nodes based upon user
specified criteria or defined environmental parameters (CPU utilization, memory utilization, etc). The node groups can also
be scaled manually by altering the number of nodes allocated in the related node group settings. In this example, the latter
method will be used to increase / decrease node count within the node group.

Amazon AWS Launch Templates allow for various commands or scripts to be run upon instantiation of an EC2 instance.

Launch Templates can be thought of as similar - but not identical - to first boot scripts. In the context of Kubernetes, launch
templates are used to bootstrap Kubernetes. It is important to note that manually adding to the Launch Template of an
existing worker nodes will not merge the new user data with the Kubernetes bootstrap scripts.



http://start.weka.io/
http://docs.weka.io/
https://docs.weka.io/appendix/weka-csi-plugin
https://www.notion.so/Client-installation-script-e4df7c48cfad4ee1b05ad52e012118a3
https://www.notion.so/Code-snippet-for-launch-template-user-data-be8ba4510305410697471ae087191c37
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A Important

When specifying an AMI, Amazon EKS doesn't merge any user data. Rather, you're responsible
for supplying the required bootstrap commands for nodes to join the cluster. If your nodes
fail to join the cluster, the Amazon EKS CreateNodegroup and UpdateNodegroupVersion
actions also fail.

Due to this important nuance, we will need to examine the user data from an existing or temporarily created EKS node

group. The instructions provided earlier in this documentation can be used to create the temporary node group, if
necessary.

1. Obtain user data for the existing or newly created EKS worker nodes.

In the AWS console, navigate to the EC2 pane. Select “Launch Templates” from the left hand navigation pane.

© teweCobperience o Instances (3) o c instance state v || actions v | [ ESURGRInstancen i (%)
Q Find instance by attribute or & se-sensitive) 1 @

Name v | Instance ID Instancestate ¢ | Instancetype ¥ | Status check Alaem statu

<5n.9xarge No alarms

aws-cli-host-bge Qmicro No alarms

esn.oxarge

L]

Select an instance @ x

© NewEQbperions %ty 5 Launchtemplates °©
Launch templates (1) e G [aem + | I
Q 1 ®

Launch template 1D v Launch template name v Defaultversion v Late

s — ST 181504 3 i
i 520422690991

Select a launch template

¥ images

amis
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Once on the EKS Launch Template page, select “"Advanced details.”

x EC2 > Launchtemplates > eks-dec32add-0718-3129-1504-526d22690991 ®
eks-4ec32add-9718-31a9-1504-52ed22690991 (It-0726c563b73547a7f)
Actions v || Detete template
Launch template details
Launch template (D Launch template name Default version Owner
ot O oks-dec3; 18-3129. - B o
1504.52¢422690991 armawsstAS96933754 76055
med-
role/AWSServiceRoleForAmazon
EXSNodegroup/EXS
Detsils | Versions | Template tags X
Launch template version details Actions v || Delete template version
v images
s Version Description Date created Created by
A Catalog 1 Defautt) = O 205.02.15T1s30460002
armcawsstsAS96933754 76 055
¥ Elastic Block Store med-
S role/AWSServiceRoleForAmazon

EXSNodegroup/EXS

nstance deals | Storage | Resourcatags | Networkintertaces | Advanced doals <

Lifecycle Manager

¥ Network & Security » Spot purchasing options

Foadback

Under the Advanced details page, scroll down to view the applicable user data script which is used to bootstrap the EKS
worker node EC2 instances into the EKS cluster. Please note, this user data is specific to your EKS cluster. This script will be
used later when creating the Launch Template.

Bxperience ¢

User data
=]

MIME-Verston: 1.0

Content-Type: multipart/mixed; boundary="//"

1
Content-Type: text/x-shellscript; charset="us-ascii"
#1/bin/bash

set -ex
B64_CLUSTER_CA=LS@ELS1CRUAIT{BORVIUSUZIQOFURSOLLSOECK 3 LCQURBTK 8 V)
R)ek1ERKAOVEL 3TXp\ 5 Qi
ELY pl 1J8THOQUTR4eUIuaV IMOVNOZ1U2S2Z IbGNOY 18
4CIFZRGPEYL IHZNPAUGRVNF FRAFVSGnanNL hSTDIWHGARTVZ1 cONRUOKbLoBMHAYS JZKLZhSE J6c t jaknnVNRWGKveF ZGan)E TR tUTRFOFd3d
UI6T: 94TgozZTdqall)t B KVInRAVL
INUTFdyK: S
YyZFFyae: 52AKZHZNGDF- JAORANURNL 58
QUUFILE: devce J2RUZL Q
EVRUUBK PYTXAEUVL BTUFyC], VOZZNQp 1YRART
NJCi SWVAFOK11SRES 1alVaT3n1QKIRC ] g20kVaVmMicxpdTdSN
1 1 ! 1 INNIR
3 Enagen PR2ANSHY. W5FXULLaL ICKIGRXLEZXhKbTpCY
WBWUZ\ TVHBh K VESHTERBL ONBPQotL SOLUVORCBORVIUSUZIQRFURSDLL SOt Cg=
Avis é
AMi Catalog API_SERVER_URL=https ://OFE14581@A83DATE111983F (C863406E . yL4. us-west-1.eks. amazonans.. com
K8S_CLUSTER_DNS_IP=10.100.0.10
¥ Elastic Block Store /etc/eks/bootstrop.sh wekakubed-bgc --kubelet-extra-args * \abels=eks. amazon -inage=ani -
R 0074986c7d98eF345, ek anazonaws . con/ capaci tyType=ON_DEMAND, eks . amazonaws. com/nodegroup=bgc -eks-highper f-021523 -

nax-pods=234" --bb4-cluster-ca $864_CLUSTER_CA --apiserver-endpoint SAPI_SERVER_URL --dns-cluster-ip
SKBS_CLUSTER_DNS_TP --use-max-pods false

¥ Network & Security

Foadback
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2. Create the new Launch Template.

Navigate to the EC2 instances page and select one of the EKS worker node EC2 instances.

New EC2 Experience Instances (1/3) o Connact Instance state_ ¥ Actions ¥ nces v
© Newe2E x  Inst a3 Launch Instar
Q Find instance by o 1 @
Instance state = unning | X Clear filters
R B Name v | Instance I Instancestate ¥ | Instancetyps ¥ | Status check Alarm statu
Togs == E 1-00715dca1 75525255 @ Running csnoxtarge © 2/2 checks passed No alarms
Limits aws-cli-host-bge 4 © Runnin 2micro Noalarms
= @ Runniny esnoxtarge Noalarms
v instances
Instance Types
)
Launch Templates
ot Requests
Instance: i-00713dca1755a5253 ® x
Detalls | Seurity  Networking | Storage | Statuschecks | Monitoring | Tags
s
v Instance summary Info
AMICataicg Instance 1D Pubs v4 address Private [Py ses
(@ i-00713dca17555253 52.53.255.245 | open ad 172313150
¥ Elastic Block Store
Volumes e Instance ate Public 1Pvé DNS
& @ Running €c2.52.53.255-245 us-west
Sepsiots 1.compute amazonaws.com | open

Lifecycle Manager

" =

"

© Newebperiene o, Instances (1/3) infe C [ connect v
Q Find instance by otibute o o [}
Instance state = unning | X Clear filters Vi datalt;
Manage Instance state
B Nme v | instance D Instance state = R . Alarm statu
= 2 - 1-00713dca17552525! © Running €Sn!  Networking » set Noalarms
aves-cli-hast-bae i Quming @& 2m  security No slarms.
- Create image Image and templates > ¢ Noslams
¥ Instances o o -
s >
Launch more Lk this
Instance: i-00713dca1755a5253 ® x
— Detalls | Seurity | Networking | Storage | Statuschecks | Monitoring | Tags
AMis v Instance summary Info
AN Catsiog oD Public IPvd address ¢ P addresses
-00713dca175535253 52.53.255.245 | open address [2 172313150
¥ Etastic Block Store
Vekinss o Instance state Public IPvé DNS
© Running 9 ec2.52.53-255-245 us-west.

1.compute.amazonaws.com | open

Y Terms  Cookie pr
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3. Modify the Launch Template parameters.

Enter a name for the Launch Template. The “Template version description” field is free text and can be used to describe the

template's purpose, though it is not required.

EC2 > Launch templates > Create template from Instance

Create launch template

te a saved Instance configuration that can be reused, shared and launched at

time. Templates can have multiple

ver type

Launch template name and description <Snxlarge

Source instance 2 security groups

1-00713dca1755a5253
e (volumes)

Launch template name - required 1 volume(s) - 30 GiB
bgc-eks-autoscaling-weka-launchtemplate | Ee———

Template version description

Bandwicth to the nternat
Auto Sealing guidance info x

Provida guidance to help me set up 3 template that | can use with £C2 Auto

» Template tags

Launch template contents

Feadback

= » Template tags
= plate tag o

Launch template contents

detaits of your aunch template below, Laing 3 fekd bisek will ezt i the el not being ncluded i the isunch tempiate

Worker AMI with..cead more
v Application and OS Images (Amazon Machine Image) i e

cSnoxarge
Firewall (security groupl
Q. Search our full catalog including 10005 of application and OS imag 2 security groups
Storage (volume

L3 1 volume(s} - 30 Gi&

AMifromcatalog  Recents | Quick Start

© Froe tier: 10 your frst yor incluces 750 X

amazon-eks-node-1.25.120230208 ” N

ami-0074986¢7098e1345

manth, 50 Gi8 of £85 storage. 2 milion
103,168 of snapshots, and 100 G8 of
bandmidth o the terne.

Published Architect Vitualization  Root device ENA Enables

2023-02- X86._64 vm ype Yes
0372029210 ebs




HOW-TO GUIDE 19

Select the desired instance type to be deployed when using the Launch Template. Additionally, specify the desired AWS
SSH key pair. To simplify, the key pair specified should be the same as the key pair used to deploy the Weka cluster.

v Instance type o Simple

© Manually select instance type Specify instance type attributes

Instance type

csnxdarge 1 volume(s) - 30 Gi8.

© Free ter: 1 yous i
e

v Key pair (login) i

Key pair name.

bocweka-call < — Template value ¥ | G Create new key pair

v Network settings 1ot

For “Network settings” configure the desired security groups. The Subnet should be set to “Don’t include in launch template”
as the subnet details will be specified as part of the Autoscaling group. Keep in mind that the selected subnet should have
access to the Weka cluster. The security group selection should include the security group for the EKS cluster management
interfaces (created upon creation of EKS cluster), the Weka cluster HostSecurityGroup, the EKS remote access security
group (if remote access is desired for the node group) and any other relevant security groups for the environment
(application specific). Advanced network configuration can remain as default.

= v Network settings i v Summary =

Subnetinfo

@l | 0on't include in taunch template v | C Createnew subnet (3
Firewall (security groups) info

el | O Select existing security group Create security group

‘Common security 9roups infa

59-0ad1c2b475084686F

eks-default 3g-056e4S108A17510d X

weka-stretch-test-cali-HostSecurityGroup-1C3UE7FWO2107
59-01393eeab52156146

325364 X
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Under “Storage (volumes)” EBS Volumes, select "Add new volume.”

¥ Advanced network configuration

v Storage (volumes) s

EBS Volumes Hide detalls

¥ Volume 1 (Template and AMI Root} (30 GiB, EBS, General purpose SSO (gp2))

1 volume(s) - 30 GiB

lol’

@ Free tir eligible customers can get up to 30 G8 of EBS General Purpose (SSD) or Magneticstorage X

A newvolume | < N

¥ Resource tags irfo

Key iato Value iato
kubernetes.ojcluster/wek | Q gwned x v x
akubed-bgc
Instances X
Key lato Value infe Resource types Info

Create an additional small EBS volume (40GB will be sufficient) for the Weka client. The EBS volume will only hold the
Weka software installation and debugging logs. Set the device name to /dev/sdp and the volume type to gp3. Do not
modify the existing EBS volume (listed as Volume 1) which is configured by default.

+ Storage (volumes) wis v Summary

EBS Volumes. Hide getai

read more

¥ Volume 1 (Template and AMI Root) (30 Gib, E8S, General purpose SSD (gp2)

¥ Volume 2 (Custom) Remove
Storage type nfo Device name - required info Snapshot isto
€8s sl | 1devisto v || Dontinclude in lounch tem... ¥
Size (GI8) Info Volume type nfo 10PS o

el |« e 3 v | 3000

Encrypted into KMS key info A s

nehtem... ¥ | Don'tinclude intaunch tem... ¥

Throughput infe L)

Leave “Resource tags” as default and do not modify any values.
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Expand “Advanced details” and configure the IAM instance profile to “Don’t include in launch template.” Additionally,
configure both Shutdown behavior and Stop - Hibernate behavior to “Don‘t include in launch template.” Some instances do
not allow Stop - Hibernate behavior to be modified. In these cases, the field will be disabled and default should be accepted.
All additional options can be left as default until User data - optional is reached.

v Advanced details ¥ Summat <
ummary

Purchasing option tafa

Saftware Image (AMI)
Request Spat Instances
ot Spot Inscen ot EKS Kubernetes Worker AMI with..read more

1AM instance profile info

@l | Dot include in launch template v| @ Cemenewimpotie

security groups
Storage (volumes)
DNS Hostname infe 2 volumels) - 70 GIB
Enable resource-based IPvé (A record) DNS requests
Enable resource-based IPVG (AAAA record) DNS requests
Instance auto-recovery Info

Default v ]

Shutdown behavior info
@l | Don't include in taunch template v

Stop - Hibernate behavior infe

=3

Termination protection info

Disable v

Stop protection info

Finally, under User data - optional modify the script to include the code snippet below. Before copying and pasting, be sure
to update the S3 URL to reflect your S3 bucket hame and directory of the stored install script.

#Weka Client Installation

aws s3 cp --region us-east-1 "s3://your-bucket-name/weka-install-scripts/AWS WEKA Client In
stall.sh" /tmp/

chmod +x /tmp/AWS WEKA Client Install.sh

/tmp/AWS WEKA Client Install.sh

The code should be pasted after set -ex and before B64 CLUSTER Ca= in the existing user data. An example is

shown below.

Metadats sccessible info

Enabled v

Metadata version info
V1 and V2 (token optional) v
Metadata response hop limit ato

2

Allow tags in metadata Info

Disable v

User data - optionol Iafe

=7

Content-Type: text/x-shellscript; charsets"us-asci
#1/bin/bash

set-ex

‘#weka Client Instailation »

awss3ep 1% +
scripts/AWS_WEKA_Client_instailsh /tmp/
chmod +x /tmp/AWS_WEKA_Client_Installsh
JUmp/AWS_WEKA_Client_install.sh{

864_CLUSTER_CA=LSOtLS1CRUAITIBDRVJUSUZJQOFURSORLS0CK1 SSUMVAKNDQ

16T

User data has already been base64 encoded
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To complete the Launch Template configuration, select “Create launch template.”

Metadata sccessible info

Enabled
Metadata versicn into

V1 and V2 (token optional)
Metadata response hop limit info

2

Allow tags in metadata Info

Disable

User data - optional infe

=7

Content-Type: text/x-shellscript; charsets"us-asci
#1/bin/bash

set-ex

‘#weka Client Installation

awss3ep 13y .
scripts/AWS_WEKA_Client_instailsh /tmp/
chmod +x /tmp/AWS_WEKA_Client_Installsh
JUmp/AWS_WEKA_Client_install.sh{

864_CLUSTER_CA=LSOtLS1CRUAITIBDRVIUSUZJQOFURSORLS0CK1 SSUMVRKNDQ

16T

User data has already been base64 encoded

The Launch Template is now created.

4. Create an autoscaling node group by using the Launch Template

To create a node group with the Weka client pre-installed in preparation for autoscaling node groups, you can follow the
instructions provided earlier in this documentation under “Creating node groups - non-autoscaling” with one small
modification. When configuring the node group, under “"Launch template” ensure “Use launch template” is toggled on as
shown below. Select the newly created Launch Template from the “Launch template name” drop down as shown.

@ The selected role must not be used by a self-managed node group as this
I could lead to 3 service interruption upon managed node group deletion.

earm more (2
Launch template e
e © Ui turch emplate

oo
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Proceed through the remainder of the node group configuration as shown before in the “Creating node groups - non-

autoscaling” section. Once the node group has been configured and deployed, the Weka CSI driver can be installed and
deployment of applications can begin.

Installing the WEKA CSl driver

Instructions for installing the Weka CSI driver can be found on docs.weka.io in the appendix, linked to here.
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